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		Abstract

		While predictive algorithms hold promise for improving resource allocation decisions in socially critical contexts, they often exhibit “algorithmic bias,” inadvertently favoring the socially advantaged. Current bias mitigation strategies typically focus solely on correcting predictions, neglecting downstream effects on subsequent decisions and the underlying societal disparities perpetuating this bias. We investigate the effects of algorithmic bias stemming from societal disparities within an integrated prediction-decision framework. Specifically, we assess how explicitly incorporating social factors into prediction-decision pairs influences outcomes, particularly for a healthcare payer’s decision to allocate care management programs to beneficiaries at risk of high costs. We first theoretically model the payer’s allocation decision and compare outcomes when adjusting predictions using social factors versus not. While adjustments can mitigate the negative impact of algorithmic bias during the prediction stage, reducing bias does not necessarily decrease disparities in decision outcomes, especially when variations in intervention effectiveness exist between advantaged and disadvantaged. Moreover, tight budget constraints on intervention can diminish the value of adjustments for outcome disparity reduction. Using Medicare insurance payments and CDC Social Vulnerability Index data, we develop a predictive algorithm, quantify algorithmic bias, and propose an adjustment method sensitive to societal disparities. Our results demonstrate this method enhances fairness (i.e., 27.03% increase in the number of disadvantaged beneficiaries among intervened) while simultaneously improving decision efficiency (i.e., replacing 8.20% of intervened beneficiaries with others having 18.65% higher future healthcare costs). Although we focus on health insurance, our approach could apply to other socially and economically significant contexts within and beyond healthcare. 
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