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		Abstract

		A principal delegates a sequential search in finite horizon to an agent, who bears the search cost and controls when to terminate the search. Upon termination, the search payoff is split between the principal and agent. However, only the principal can evaluate each search outcome, whose value is thus unobservable to the agent. Leveraging this informational advantage, the principal designs an information policy to strategically provide the agent with some information about the search results over time. We obtain a complete analytical characterization of the principalâ€™s optimal policy, which is fully prescribed by a sequence of deterministic acceptance standards, one for each period. The agent is recommended and voluntarily willing to continue the search if and only if the current termination payoff fails to meet that periodâ€™s standard. In particular, the principal gradually lowers the standard over time. When the search results are not recallable, the acceptance standards are informative and determined recursively across different periods as the optimal stopping thresholds that the principal would employ should she conduct each search by herself at a shadow cost. The
shadow cost signifies how difficult it is for the principal to persuade the agent to conduct the search. When the search results are recallable, the optimal policy provides no information and the agent keeps searching up to a cutoff period, after which the acceptance standard in each subsequent period is determined independently of other periods by equating the agentâ€™s search cost with his marginal return from an additional search in that period. 


	

	

	
		
		


	

	
	

		
		

	
	


	

	
	
	
		
	
	
	

	
	
		
		
			
				
			
		
		Keywords: sequential decision making, dynamic Bayesian persuasion, principal-agent, threshold policy, recommendation

	
	

	
    

    
	

	
	
	

	
	

























    	
	
	
	
   	
	
	
	
	
	            
	















	











    
    










    
    
    
    
















	



    




	
		Suggested Citation:
		Suggested Citation
	

	
		
			Xiao,  Yangge and Hu,  Zhenyu and Wang,  Shouqiang, Information Design of a Delegated Search (October 15, 2022).  Available at SSRN: https://ssrn.com/abstract=4249165 or http://dx.doi.org/10.2139/ssrn.4249165 
		
	

	

	
	
	

	
		
	

	

	
	
		

	










    
    










    
    
    
    





















	

	

	


	























	
	

		

		

		
		
		

		
		
			
				
					
						Yangge Xiao

					
			
		

		
		
		
		

		
		
			
				
			

			
				
				
				
					
					
					
					
				
					
					
					
						
					
				
			

			
				National University of Singapore, Institue of Operations Research and Analytics  ( email )

			

			
			
				
				
				
					Institute of Operations Research and Analytics
Innovation 4.0, #04-01, 3 Research Link
117602
Singapore

				

				
			

			

		

		
	

	

	
	

		

		

		
		
		

		
		
			
				
					
						Zhenyu Hu

					
			
		

		
		
		
		

		
		
			
				
			

			
				
				
				
					
					
					
					
				
					
					
					
						
					
				
			

			
				
				
				


				National University of Singapore (NUS)  ( email )

			

			
			
				
				
				
					1E Kent Ridge Road
NUHS Tower Block Level 7
Singapore, 119228
Singapore

				

				
			

			

		

		
	

	

	
	

		

		

		
		
		

		
		
			
				
					
						Shouqiang Wang (Contact Author)

					
			
		

		
		
		
		

		
		
			
				
			

			
				
				
				
					
					
					
					
				
					
					
					
						
					
				
			

			
				
				
				


				University of Texas at Dallas - Naveen Jindal School of Management  ( email )

			

			
			
				
				
				
					P.O. Box 830688
Richardson, TX  75083-0688
United States

				

				
			

			

		

		
	

	





	

	

	
	
		
	

	

	
	




				
				
				









	
	    












    
    






    
    







    









    
        
        
        
            
            

            

    

    

    

    

    

    


        
            

    

    

    

    

    

    


        
            
                
                    [image: PDF icon]Download This Paper
                    
                
            

        
    
        
    

            
            
                

                

    

    

    

    

    

    


        
            

    

    

    

    

    

    


        
            
                
                    Open PDF in Browser
                    
                
            

        
    
        
    
            
        

    




















	














	
	    







 



	




	







	







































				

				

				
					
						

						
						

						

						
						

					
				

			


			
				
					
						
						
	










	
	    














	
	    














	
	    







	
		Do you have negative results from your research youâ€™d like to share?

		
			

    

    

    

    

    

    


        
            

    

    

    

    

    

    


        
            
                
                    Submit Negative Results
                    
                
            

        
    
        
    
		

	



					

				
				
					
					


	












	
	
	








	
		
			Paper statistics

		

	


	
		
		 
			
				Downloads

				      385

			

		
		
		
			Abstract Views

			      990

		

		
		 
		
			Rank

			  143,060

		

		
	


	

	



	
		PlumX Metrics

		
			
		

		
			
		

	





				


				
				
				
					

    
        
            Related eJournals

        	
                    Microeconomics: Asymmetric & Private Information eJournal

                    
                        
                        

    

    

    

    

    

    


        
            

    

    

    

    

    

    


        
            
                
                    Follow
                    
                
            

        
    
        
    

                        

                        
                            

                            
                            
                                Microeconomics: Asymmetric & Private Information eJournal

                                
                                    Subscribe to this fee journal for more curated articles on this topic
                                

                                
                                    
                                        FOLLOWERS

                                              848

                                    

                                    
                                        PAPERS

                                            9,545

                                    

                                

                                
                            

                        

                    

                
	
                    Microeconomics: Search; Learning; Information Costs & Specific Knowledge; Expectation & Speculation eJournal

                    
                        
                        

    

    

    

    

    

    


        
            

    

    

    

    

    

    


        
            
                
                    Follow
                    
                
            

        
    
        
    

                        

                        
                            

                            
                            
                                Microeconomics: Search; Learning; Information Costs & Specific Knowledge; Expectation & Speculation eJournal

                                
                                    Subscribe to this fee journal for more curated articles on this topic
                                

                                
                                    
                                        FOLLOWERS

                                              797

                                    

                                    
                                        PAPERS

                                            8,027

                                    

                                

                                
                            

                        

                    

                


        
        

    


				


				
					
					

















				

			

		


		
				
					Feedback
					
				

			

			


	
		
		Feedback to SSRN

		
			
				
					Feedback
					 (required)
				
				
			

			
				
					Email
					 (required)
				
				
			

			
				Submit
				
			
		

		

		If you need immediate assistance, call 877-SSRNHelp (877 777 6435) in the United States, or +1 212 448 2500 outside of the United States, 8:30AM to 6:00PM U.S. Eastern, Monday - Friday.

	







	

	
	
		
		

	




	
	





  
  

	
	
		
	


	
	
		
			
			
		
	
		
			
				
			
			
		
	
		
	
		
			
				
			
			
		
	


	
	
	






		
		














	
		
			
				
                    

    

    

    

    

    

    


        
            

    

    

    

    

    

    


        
            
                
                    Submit a Paper
                    
                        
                    
                
            

        
    
        
    
					Section 508 Text Only Pages
				

			
			
				SSRN Quick Links 

					SSRN Solutions
	Research Paper Series
	Conference Papers
	Partners in Publishing
	Jobs & Announcements
	Special Topic Hubs


			

			
				SSRN Rankings 

					Top Papers
	Top Authors
	Top Organizations


			

			
				About SSRN 

					Network Directors
	Announcements
	Contact us
	FAQs


			

			
		

			
	
	


		
			
				
			

			
				
					Copyright
					Terms and Conditions
					Privacy Policy
				

				
					All content on this site: Copyright Â© 2023 Elsevier Inc., its licensors, and contributors. All rights are reserved, including those for text and data mining, AI training, and similar technologies. For all open access content, the Creative Commons licensing terms apply.

					We use cookies to help provide and enhance our service and tailor content.

					To learn more, visit
					Cookie Settings.
					
						
							
							This page was processed by aws-apollo-l100 in   0.078 seconds 
						
					
					

				

			

			
				
			

		

	









	
		
		
		
		


    
        
        
        

        
        
                
                
                    
                
            
    

    

    


		






    























    




    








	


		[image:  ]

		
		
		
		
		
		
		
		
		
		
	
